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Abstract—While several approaches to bring vision and lan-
guage together are emerging, none of them has yet addressed the
digital humanities domain, which, nevertheless, is a rich source
of visual and textual data. To foster research in this direction,
we investigate the learning of visual-semantic embeddings for
historical document illustrations, devising both supervised and
semi-supervised approaches. We exploit the joint visual-semantic
embeddings to automatically align illustrations and textual el-
ements, thus providing an automatic annotation of the visual
content of a manuscript. Experiments are performed on the
Borso d’Este Holy Bible, one of the most sophisticated illuminated
manuscript from the Renaissance, which we manually annotate
aligning every illustration with textual commentaries written by
experts. Experimental results quantify the domain shift between
ordinary visual-semantic datasets and the proposed one, validate
the proposed strategies, and devise future works on the same
line.

I. INTRODUCTION

Computer Vision and Natural Language Processing com-
munities are converging toward unified approaches for pattern
recognition problems, like providing descriptive feature vec-
tors and finding cross-modality embedding spaces. As a matter
of fact, architectures such as VGG [1] and ResNet [2] have
been exploited for extracting representations from images, and
word embeddings [3], [4], [5] are now a popular strategy
for doing the same with text. The construction of common
embeddings, on the other hand, has been proposed for solving
tasks in which a connection between language and vision is
needed [6], like automatic captioning [7], [8] and retrieval of
images and textual descriptions [9], [10], [11], [12]. While
all these strategies have been successfully applied on ordi-
nary visual-semantic datasets, which feature natural images
and text, none of them has been yet applied to the Digital
Humanities domain.

To foster the research in this area, we explore the de-
velopment of artificial systems capable of understanding the
cross-reference between textual and visual information in
documents, i.e. of understanding which parts of a plain text
could be related to parts of the illustrations. Examples of
possible applications of such systems are the alignment of
commentaries with artistic books, or the alignment between
textual museum guides and pictures of masterpieces.

One of the main open questions in this regard is related
to the cross-domain generality, since up to now experiments
and solutions have been proposed on general-purpose datasets
only, where the state of the art of concept recognition methods
is useful and well assessed. In the domain of arts and culture,
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Fig. 1. Visual and textual data from the humanities are quite different from
those addressed by visual-semantic datasets, posing significant challenges in
the automatic understanding of arts and culture. Fostering this direction, we
tackle the task of aligning miniature illustrations from illuminated manuscripts
with textual commentaries written by experts in the field.

instead, both visual and textual elements are far from those of
ordinary datasets. On the one hand, textual descriptions often
contain technical language, with symbolic reminds, metaphors
and artistic and historical connections; on the other hand,
artistic illustrations are often far from naturalistic images.

In this paper, we investigate supervised and semi-supervised
visual-semantic alignments in the context of historical
manuscripts, with a cross-domain analysis (Fig. 1). Specifi-
cally, we consider the problem of understanding if a commen-
tary of a digital artistic document has some parts referring to
specific illustrations. In this context, we propose a new visual-
semantic alignment dataset starting from the digitized version
of the Borso d’Este Holy Bible, one of the most significant
illustrated manuscripts of Renaissance. The dataset, which we
name BibleVSA, provides the alignments between miniature
illustrations and parts of text in the commentary, and can be
used both to evaluate visual semantic embeddings, and to
evaluate the alignment task. In the experimental section we
show the challenging nature of this domain, and promising
image-text alignment results, in both supervised and semi-
supervised settings.

II. THE BIBLEVSA DATASET

The entire manuscript of the Borso d’Este Holy Bible con-
sists of 320 high resolution digitized images (3, 894×2, 792),
for a total of 640 pages. To extract illustrations from each
page, we employ the technique proposed in [13], which has
been specifically tested on the same manuscript. Results have
then been manually refined in order to have a highly accurate
segmentation.



Ornate filigree on the four edges
and, in the columnium, a pole
made of flowers and racemes. At
the center of the outer edge,
round with a dog; in the lower
margin, on the sides, two roundels
with hawks fighting with two
herons and, in the center, two
unicorns that plunge the horn into
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fence. In the second column, at the
beginning of the prologue of St.
Jerome, within the initial S, leaf on
an external field in gold foil, St.
Jerome sitting with the lion beside
him is intent on writing.
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Fig. 2. Overview of the proposed BibleVSA dataset. On the left, a sample page from the Borso d’Este Holy Bible with the corresponding commentary and
detected illustrations, while, on the right, samples illustration-caption pairs extracted from the commentaries.

Having a reliable annotation of the bounding box of each
illustration, we then exploit an Italian commentary of the
Borso d’Este Holy Bible. For each page, the commentary
provides a set of paragraphs describing the visual content
of each of the illustrations, the decorations of the page, and
of the textual content itself. We must firstly notice that, on
the one hand, the commentary provides descriptions of the
Bible on a per-page basis, and it is therefore well suited as a
weakly-supervised form of annotation. On the other hand, the
commentary contains information which are unrelated to the
task at hand, so the task of aligning each illustration with the
commentary is more than just a partitioning of the text.

As an example, Fig. 2a reports the digitized version of
one page, with its corresponding commentary and detected
illustrations. The alignment is visualized by using the same
color code for bounding boxes and textual strings. It can be
noticed that the part of the text referring to illustrations is just
a portion of the paragraph, while the remaining parts describe
either the decorations (ornate filigree on the four edges) or
the textual content (at the beginning of the prologue of St.
Jerome, within the initial S). Also, descriptions jointly refer to
the external frame and the content of the miniature, and often
include names of people, saints and lineages.

We build a manual annotation of the alignments between
each illustration and the commentary. Here we again employ
a semi-automatic procedure: the original commentary is first
automatically translated into English by using an off-the-shelf
translator, and it is then manually checked. Each annotator
is then asked to align each illustration with a piece of the
commentary. The overall task is assisted by the fact that the
commentary reports the position of each illustration inside the
page (e.g., at the center of the outer edge in Fig. 2a); these
parts are then removed from the final alignment, as they do
not describe the content of the illustration.

The annotation process results in (a) a natural language
caption of each illustration, which can be used for training
visual-semantic embeddings, or caption generation architec-
tures; and (b) the knowledge of which part of the commentary
describes an illustration, which can be exploited for evaluating
the alignment task. Fig. 2b reports three sample miniature-

description pairs from the dataset. As the reader can witness,
the gap between the visual and the textual elements is sig-
nificantly higher than in usual visual-semantic datasets, both
for the complexity of the illustrations, and for the high-level
semantics of the captions.

Overall, the datasets consists of 2,282 annotated illustra-
tions. Considering its twofold application (for training visual-
semantic embeddings and for solving the alignment task inside
a single page), we build train, validation and test splits. Firstly,
all the illustrations found in pages with a single miniature are
placed in the training set, to avoid trivial validation and testing
cases in the alignment scenario, and enriching the training set
with useful samples for training embeddings. Then, we split
the remaining pages placing them in the three sets according to
a 60-20-20 ratio. This results in 1,671 training, 293 validation
and 307 test image-caption pairs.

III. LEARNING VISUAL-SEMANTIC EMBEDDINGS

The task of aligning illustrations with textual elements in
documents requires the ability to compare visual and textual
data in this particular domain. We adopt the strategy of
creating a shared embedding space, in which both textual and
visual features can be projected and compared using a distance
function.

Let φ(i,w�) ∈ RD� be the feature representation computed
from an illustration i of the dataset (such as the representation
coming from a CNN), and ψ(c,w ) ∈ RD be the represen-
tation of a textual element c, computed, for example, using a
text encoder on one-hot vectors, or as a function of pre-trained
word embeddings. Here, w� and w indicate, respectively, the
learnable weights of the visual and textual encoders.

In accordance to previous works [9], to project those rep-
resentations in a common semantic space we perform a linear
projection followed by a `2-normalization step, so that the
embedding space lies on the `2 unit ball:

f(i,wf ,w�) = `2;norm(w|
i φ(i,w�)) (1)

g(c,wg,w ) = `2;norm(w|
cψ(c,w )), (2)


